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ABSTRACT

This report considers the problem of fusing signature data from a variety of sensors
operating over different frequency bands and interrogating a target over diverse angular
positions. In particular, the report develops (1) a framework for fusing signature data for
this diverse operating scenario, (2) candidate sensor-fusion algorithms, and (3) a general
formulation characterizing the practical problem of cohering data associated with
multiband spatially distributed sensors. The report illustrates the formulation by
considering numerous examples, transitioning from simple illustrative targets to
progressively more difficult and physically realistic targets. The report begins with a
constant-amplitude point-scatter model, progresses to three-dimensional targets, and ends
by illustrating enhanced image-fusion algorithms applied to static-range data.

This report can be considered a complement to the ultrawide-bandwidth
development presented in [1], which develops the general formulation for fusing signature
data from sparse-band collocated sensors. The report focuses primarily on the
complementary problem of sparse-angle sensor fusion, where three main effects
complicate the fusion process: specular responses, diffraction from discontinuities, and
shadowing. These effects prohibit the use of a constant-amplitude point-scatter model for
characterizing the target over broad angular regions.
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1. INTRODUCTION

1.1 OVERVIEW

There is considerable interest within the ballistic missile defense community for the various theater
and area defense systems to operate as a family of systems. A key ingredient in fully accomplishing this
objective is the capability to fuse signature data from a variety of sensors operating over different frequency
bands and interrogating a target over diverse angular positions. This report develops (1) a framework for
fusing signature data for this diverse operating scenario, (2) candidate sensor-fusion algorithms, and (3) a
general formulation characterizing the practical problem of cohering data associated with multiband
spatially distributed sensors. The report illustrates the formulation by considering numerous examples,
transitioning from simple illustrative targets to progressively more difficult and physically realistic targets.
The report begins with a constant-amplitude point-scatter model, progresses to three-dimensional targets,
and ends by illustrating enhanced image-fusion algorithms applied to static-range data.

Many different measures might be used to quantify the enhancements gained from fusing signature
data; this report considers using an image processor to combine radar cross section data from multispectral
distributed sensors whose frequency bands and angular coverage may or may not overlap. The image that
results provides a higher degree of spatial resolution than would be available from each sensor
independently. This enhanced image might then be used in subsequent processing to identify and
characterize specific features on the target. Limitations to using the conventional image integral as the data-
fusion processor are also discussed, and enhanced imaging techniques are developed to provide improved
results.

This report can be considered a complement to the ultrawide-bandwidth development presented in
[1], which develops the general formulation for fusing signature data from sparse-band collocated sensors.
This report focuses primarily on the complementary problem of sparse-angle sensor fusion, where three
main effects complicate the fusion process: specular responses, diffraction from discontinuities, and
shadowing. These effects prohibit the use of a constant-amplitude point-scatter model for characterizing the
target over broad angular regions.

Section 1.2 introduces the motivation for this study and discusses what components must be included
in an image processor in order to obtain the best-possible image from multisensor signature data. Section 2
reviews some concepts related to imaging as a data-fusion mechanism, such as proper data formatting to
obtain properly focused images and the proper construction of the image using conventional
image-processing techniques. Section 3 addresses data coherence and compensation for the contaminated
data that result from spatially separated and sparse-band sensors; a general procedure is developed for
cohering sparse-band, sparse-angle data from separate sensors. The coherence technique developed in [1]
for sparse-band collocated sensors is extended to the more general case, and a striking duality is developed
between cohering sparse-band collocated sensors and sparse-angle narrowband sensors. Section 4
demonstrates results for several types of targets, ranging from a constant-amplitude point-scatter model to
a three-dimensional canonical shape, and demonstrates the practicability of these techniques using
static-range data from a canonical target of interest. To effect sparse-angle fusion, a new basis-expansion set
is introduced that employs a localized all-pole model over a limited angular sector and then uses this basis



set for fusing the data between angularly spaced sectors. Examples of preprocessing data for mutual
coherence and multidimensional ultrawide-bandwidth processing are considered in Section 5.

1.2 MOTIVATION

The increased target resolution of today's wideband radar systems has significantly improved the
capability of ballistic missile defense systems for real-time discrimination and target identification.
Advanced signal-processing methods have further improved the resolution achievable from processed radar
returns. The extension of these techniques to coherent combination of data from multiple sensors operating
over different frequency bands is discussed in [1]; in particular, an algorithm was developed that could
compensate for the lack of mutual coherence between radars operating independently over sparsely located
subbands, allowing for the fusion of multisensor data to obtain an ultrawide-bandwidth characterization of
the target in track. This algorithm has been exploited in considerable detail for nearly collocated sensors;
this report considers this fusion process for sensors that are sparsely located in angle.

Concomitant with these processing developments, the ballistic missile defense community has shown
considerable interest in the various theater- and area-defense systems operating as a family of systems. Joint
operation of these sensors can take on several levels of complexity, as illustrated in Figure 1. This figure
defines a hierarchy of possible jointness functions, beginning with the simplest and evolving to more
sophisticated fusion processes. The hierarchy indicated by “function of jointness” might be as simple as
sharing intelligence data or combining tracks from multiple sensors in order to provide a more accurate
target cue, or might be as complex as correlating and/or combining radar cross section (signature) data in
order to share target and identification features and/or to coordinate engagement decisions. This last, the
highest function of jointness in this hierarchy, is addressed in this report: integrating signature data from
spatially distributed multiband sensors in order to attain maximal characterization of the targets of interest
in a ballistic missile defense engagement.

Figure 2 shows some components that must be incorporated into a fusion-based central processor
whose input is radar data from multiple sensors. Though several candidate processors could have been used
for this study, this report focuses on image processing, which requires several ingredients for fusing data
between multiple sensors: sensor coherence, a target-motion solution, and a suitable target model.
Preprocessing the data to compensate for the various data-contamination effects that result from sensors that
are spatially separated or operating over different frequency bands is necessary before an image can be
generated. Once the data have been preprocessed, an image can be generated using either conventional
image-processing algorithms (see Section 2) or enhanced data-fusion image processing that employs the
sparse-band or sparse-angle processing techniques that are developed later in this report.
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Figure 3 illustrates a scenario in which two spatially separated radars are interrogating an unknown
target. Sensors 1 and 2 are located at distances R; and R,, respectively, from the target; in general, the
sensors operate over different frequency bands. The examples in this report assume that both sensors have
the target in track and that a motion estimate is available. Although the effects of an error in the motion
estimate are not considered in this report, the motion estimate is a key ingredient in associating a sequence
of temporal measurements for radars operating independently (perhaps at different pulse repetition
frequencies) with corresponding look angles to the target. (Bistatic processing is also possible for sensors
operating in the same or in overlapping bands; however, bistatic processing is not considered here.) Methods
for mutually cohering and formatting the data will be presented, as sensor coherence and proper data
formatting are essential before coherent combination of the data. Mutual-coherence errors occur because of
range-estimation errors, hardware differences, or angle-bias errors.

This report studies how the final image is affected by adding or removing components from the
generic image processor shown in Figure 2. The goal is to obtain the best-possible image from multisensor
data, so that the resultant image can be fed into a target characterization process for full characterization.
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Figure 3. Two spatially separated sensors interrogating an unknown target.



2. CONCEPTS

2.1 DATA FORMATTING

This section reviews the methods that are commonly used to obtain focused images for
continuous-wave and wideband signals. The review parallels the development of {2] and places the notation
used in this report into a commonly accepted scheme. The review includes polar formatting of data, as this
method will be used in a novel way within the context of ultrawide-bandwidth expansion for high-resolution
imaging (see Section 4.1.2).

The two-dimensional geometry for analyzing radar return signals from an arbitrary target with a
number of scattering centers at coordinates (x,,y,) is shown in Figure 4. The aspect angle, ¢, is the angle
between the x-axis and the radar line of sight (RLOS) vector; the target is assumed to be located at the center
of this x-y coordinate system. As the target rotates, the RLOS vector sweeps through the target space,
sampling a range of viewing angles of the object. The position of the RLOS vector is given by

R(®) = cos@x + sin@Qy )

where the vectors x and y denote unit vectors in the two-dimensional coordinate system.

338773-2

Figure 4. Two-dimensional geometry of target space.



The slant-range R, (¢) of the target point located at (x,y,,) is defined by projecting the target point
onto the RLOS vector; 1.e.,

R, (¢) = x,,cosp+y, sing . 2)

This expression is of fundamental importance for radar signal processing: e.g., it tells that the slant-range
history of any target point is a sinusoidal function of the target's rotation angle, ¢ . Now let the target be
illuminated with a signal of the form T(s) = ¢“’. Assuming that the target consists of point sources located
far from the radar, the received signal for each point source is given by

_ ( 2R,,,(<P))
Jeolf——=
e (#) = S m€ : (3)

where the term 2R, (¢)/c corresponds to the propagation delay between transmission of 7() and reception
of e, (1), referred to a target-centered coordinate system. The constants ¢ and o, denote the speed of
propagation and the radar cross section of the point source, respectively, where o, is used for the complex
cross section and is defined such that o = |°c|2- The baseband received signal for targets containing M
pointlike scattering centers is obtained by demodulating the signal and coherently summing the responses
from individual scatterers and is given by

& v S02R,(¢)
ety = 2 e, (e’ = X o, e . @)
m=1

m=1

When a target is scanned over a range of frequencies and viewing angles, Equation (4) may be interpreted
in terms of a two-dimensional target function E(f,¢) , which can be written as

4 .
M —_j—c-f(xmcomp + ¥, 5InQ)

Ef9) = 2 O, e . 5)

m=1

Equation (5) illustrates that the phase of the received signal varies as a function of radar look angle. These
phase variations introduce focusing errors into an image by causing apparent motion of the objects through
resolution cells; this motion in tum results in a smeared image for objects offset from the center of the
image space. A focused image therefore requires that a phase correction be applied to every term of the sum
for each angle ¢ and each point (x,y). This requirement leads to an image processor whose form is the
conventional image integral:

4nf, :
J—C-(xcos<p+ysm<p)
16y = HEGo)e dfdo . ©)
of

Though the image integral of Equation (6) is the correct operation for focused imaging, an image processor
that could be expressed in the form of a Fourier transform integral would be more desirable for



computational purposes. There are two methods that are commonly used to achieve this: small-angle
approximations (linear imaging) and polar formatting.

2.1.1 Linear Imaging

Let Equation (6) be partitioned into a sum of integrals over small angular segments and frequency
steps:

¢ = 0+ AQ
f=rh+ar (7)

where ¢, is the center of the segment, A¢ are the angular steps about ¢, , f; is the center frequency, and
Af is the frequency step size. The integral of Equation (6) can now be written as

I(xy) =~
4 +A
J n(foc /)(XCOS((Pk +49) +ysin(¢, + A¢))
I IE(fo+Af, ¢, +AQ)e dAfdAg . (8)
ApAf

Using the identities

cos(@, + AQ) = cos@,cosAQ — sing,sinAg
sin(@, +A9) = sing,cosA@ — sinAQsing,

and the relations

sinAp =A@
cosAp =1
AfAp «]1

Equation (8) becomes

Anf, .
jT(xcos¢k+ysmcpk)
I(xy) = Ze X
k
A4 . Anf, :
jT(xcoscpk+ysmcpk)Af JT("‘S‘"% +ycosg,)Ae
I .[E(fo'*'Af, Qo+ AQ)e e difdae . 9)

ApAf



Equation (9) is a two-dimensional Fourier transform on the (Af,A¢) variables and can be solved efficiently
using the discrete Fourier transform. The coefficient of the factor Af in the exponent of Equation (9)
represents the range to the m ™ scatterer, and the coefficient of A¢ represents the cross range of the m ™
scatterer, relative to the center of the (x;y) system; hence, wide bandwidth produces improved range
resolution, and wide angular coverage produces improved cross-range resolution.

It is instructive to observe what happens if an image is generated by processing £(f,¢) in Equation (5)
over large angular spans with a two-dimensional Fourier transform rather than the integral of Equation (6).
An equivalent way of expressing E(f,¢) is

anfr,

= cos(¢-¢',)

E(f9) = 2o,e  © : (10)

Figure S5 shows points in the (f,¢) plane where the phase of E(f,¢) is constant and equal to multiples of
2.

2nn=3%ﬁmq¢—¢). (11)

Figure S plots Equation (11) for » = 1,5,10,...,95,99, 0 GHz<f<10GHz,r = 1.5, and —g Sp-¢'<
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Figure 5. Isophase lines of reflected signal in (f,9) space.
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By differentiating Equation (11) with respect to f and ¢, respectively,

@ - grcos( -0Y)

af © -9

on _ —Anfr . .

% S sin(@ - ¢') . (12)

Clearly a one-dimensional Fourier transform over f with constant ¢ will yield the correct range profile, as
the spacing between isophase lines is constant along f for a given ¢ ; however, a one-dimensional Fourier
transform over ¢ with constant / will not yield the correct cross-range profile, as the spacing between
1sophase lines varies along ¢ for a given f. This variation in phase produces an unfocused image when
E(fip) is processed in a rectangular format using the two-dimensional Fourier transform. Figure 5 also
provides insight as to why the small-angle approximation in Equation (9) produces a focused image: over
limited regions of the (f,p) plane the spacing between isophase lines is approximately equal in both f
and o.

2.1.2 Polar Formatting and Extended Coherent Processing

Polar formatting, the second Fourier-based method for producing focused images, maps the curved
1sophase lines of Figure 5 into straight, parallel lines that allow use of the two-dimensional Fourier
transform with wide-angle data. The mapping of E(f,¢) — E(u,v) is accomplished as follows. Using the
relations

u = 4%fcoscp

4%fsincp , (13)

<
1l

the image integral of Equation (6) can be rewritten as

I(xy) = IIE(u,v)ej(MX+VY)dudv , (14)

vu

where E(u,v) is E(f,¢) resampled in nonuniform increments of f and ¢ corresponding to uniform
increments of u and v. Equation (14) is traditionally used to achieve wide-angle imaging beyond those
angular sectors for which linear imaging is valid. Resampling can be done using any number of
interpolation methods. The transformation of Equation (13) maps a rectangular region in (f,¢) space into
an annular sector in (v,v) space, as shown in Figure 6.
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Figure 6. Mapping of rectangular region of (f,¢) space to annular sector of (u,v) space.

Figure 7 shows the isophase lines of Equation (14) plotted using
2nn = ux+vy (15)

where x = rcos¢' and y = rsin¢'. The curved lines of Figure 5 are now straight, and the parallel lines are
rotated from the v-axis by the angle ¢'. Once this transformation has been accomplished, a focused image
can be generated by processing the array of polar-formatted data using a two-dimensional Fourier
transform. For continuous-wave imaging, the two-dimensional Fourier transform of Equation (14)
becomes a line integral along a circular arc of radius (4nf,)/c in () space.

2.2 RESAMPLING FOR POLAR FORMATTING

Any number of interpolation methods might be employed for resampling data onto a uniform
rectangular grid in (»,v) space. One fast and accurate interpolation scheme is based on a bilinear
interpolation; it is the method used in this work. Figure 8 shows measured data in (f,¢) space overlaid onto
arectangular grid in (x,v) space. The measurement regions in (f,p) space have been chosen as they would
appear for two sensors separated in frequency and in angle; the (»,v) grid is chosen to encompass the entire
measurement region. The goal is to extrapolate the data over the measurement region to this much-larger
space, providing an image with increased sharpness and enhanced resolution.

10



Figure 7. Isophase lines of reflected signal in (u,v) space.

To find any of the desired points in (#,v) space, use the four nearest neighbors in (f,¢) space to construct a
system of equations given by

afi T a9y tayf10) tag = E(f9))
ayfy +ay9y+a3fr0,+ ay = E(f59,)
ayfy + a3+ azf303+ ay = E(f3,9;)
afa 304+ a3f30,+aq = E(f0,) (16)

which can be rewritten m matrix form as

}1 0, /190, 14 E(f1,9,)
fz <P2f2<P2 1 ay E(fz,(Pz) . a7
f3 03 /303 1ilayi  |E(f3,03)

tf4 94494 1flag _E(f4"P4)_

11
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Figure 8. Data points in (f,Q) space overlaid on a rectangular grid in (u,v) space.

Figure 9 is a magnification of Figure 8 and shows more clearly the measured data points in (f,¢) space that
are nearest neighbors to the desired data point in (z,v) space. Using Equation (17), determining
coefficients ay, ..., a4 is straightforward. Once a, ..., a, are known, the desired point in (x,v) space can be
found whose four nearest neighbors were used in Equation (16) and Equation (17).
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2.3 MODAL EXPANSION AND POLES IN (£¢) SPACE

The utility of using the two-dimensional Fourier-transform-based method defined by Equation (14)
for image processing becomes clear by rewriting Equation (5) in terms of the (u,v) variables:

S, <Y

m
Eff@) = Y O, e e . (18)
m=1

Thus a constant-amplitude point source located at (x,,y,) appears as a pure sinusoid in (u,v) space. This
property is exploited further in Section 4.1 to develop an ultrawide-bandwidth fusion algorithm based on
two-dimensional pole spectral-estimation techniques for ideal pointlike scatterers. This section uses a
commonly-known modal expansion to contrast this (4,v) space simplicity to (f,¢p) space processing.

13



The modal technique described here represents a signal in (f;¢) space as a sum of two-dimensional
radiation modes given by

Efe) = 2 D" . (19)

n=—cw

Motivation for using the modal representation of Equation (19) comes by expanding the exponential of
Equation (10) into an infinite sum of cylindrical-wave functions of the form

- fr"'cos( -9) e .
el = =0, _ Z j_an(4thrm)ejn(cp—cp'm)

- . (20)
n=-w
which allows the two-dimensional target function of Equation (10) to be written as
+0
—n, (AT jn(e-9',)
EGo) = Zo, L ji(—2)e
L n=-—w
-n_ (ATfr N —jne'
+o0 Snlt m J ‘pm
o) )
T {:{-"m’ ¢ /)¢ }e/"‘P . 21
n=-o i ’
D, (f)

As indicated in Equation (21), the mode coefficients D,(f) are defined by the bracketed term. If the mode
coefficients D,(f) could be estimated from known data measured over a sparsely populated angular
domain, Equation (21) could be used to extrapolate the signal E(f,¢) for the entire interval
0 deg < ¢ < 360 deg ; both range and cross-range resolution could then be improved by estimating the target
signature over a full 360-deg rotation.

Consider now the special case where the argument of the Bessel function in Equation (22) is large (as
in high-frequency applications where all-pole modeling techniques are valid; i.e., 4nfr, /c » 1), where the
large-argument expansion of the Bessel function can be used:

2
Jn(x)zA/n:xcos( —%—9
g nm =« ; nnt =w
D, et }
= Rx (2 e o ( )

Substituting Equation (22) into Equation (21) and truncating the infinite summation to an appropriate
number of terms gives

14



N e
E(fg) = Z{Zcmf"e”’"' S =

gl
n=-N'm 8TC fr'm

A ] »
Anfrl. am on Anfr.  an on
Jj + -+

Eone == 1Y
2 '3 5“4
€ e e +e ° e e g (23)

where N = (47r/|r'm| max)/ ¢ . Equation (23) shows that in the angle domain, 4N + 1 pole combinations are
generally required to represent each physical scatterer when viewed over the entire interval
Odeg<p<360deg. As N= (4n/|r'm|max)/c can be quite large for high frequencies, there 1s motivation for
the study of alternatives to all-pole modeling in the angle domain. For example, a 1-m target at X-band
produces N =420, so that roughly 1680 poles are required to characterize each scatterer over the entire
interval!

24 MULTISENSOR FUSION: BASELINE PROCESSOR

Once the data from each sensor have been preprocessed for mutual coherence and transformed into a
polar format, they might be combined using an image integral that is the coherent sum of subband subsector
image integrals calculated from the output of each of N sensors, given by

J‘J'E(u,v)ej(ux+ vy)dudv = J J'E(u],vl)ej(ulx+ vly)duldvl

vu Vi

j + j +
+ J [ B ™ " gt e | g™ P o, . 28)

vzuz vNuN

Equation (24) is a candidate method for fusing multisensor data, and it is used here as a baseline in
comparing other candidate imaging techniques. Before data from multiple sensors can be used in
Equation (24), the problem of sensor mutual coherence must be addressed; this problem is considered in
the following section.

15



3. MUTUAL COHERENCE OF MULTISENSOR DATA

3.1 GENERAL FORMULATION VS. RANGE/ANGLE BIAS

Mutual-coherence problems occur when data are collected independently by spatially separated
sparse-band sensors. It is convenient to partition this separation into two categories: range separation and
angle separation. Range-only coherence errors result when two or more sensors interrogate a target at the
same look angle but there is an error AR between range estimates for each sensor. For this case the target is
in the far field of two nearly collocated sensors and the far-field criterion 2D% /) is met, where D is the
separation distance between sensors projected perpendicular to the RLOS to the target. Angle-coherence
errors arise when this far-field criterion is not met, so that the target is in the near field (when interpreting
the sensors as having a separation aperture of distance D ) and there is an error in angle A in each sensor's
look angle to the target.

To examine the effects of range- and angle-coherence errors, consider the two-sensor geometry
illustrated in Figure 10. Two sensors are assumed to operate independently, interrogate the target at angles
@, and o, , respectively, and have bandwidths B/, centered at f; and BW, centered at f, . The target is
assumed to be in motion, which is determined by two basic components: a ballistic motion ¥, generally
characterized by the motion of the center of gravity of the target, and a localized motion ¥, about the center
of rotation of the body. This latter motion leads to short time interval range-Doppler images of the target
caused by the motion ¥,,, which is the focus of this report. This phenomenology is to be contrasted with
longer-time inverse synthetic aperture radar (ISAR) imaging, where changes in look angle to the target are
obtained from changes in V.

The baseband received waveforms, before pulse compression, are given by

.jz(w+m‘
E\(09) = T (@) Fi@+0,9)e

1 —j(l)Tl

J
X 0. (0+0,,9,)e ‘e

BW, BW, 2
<7
(OO, .
22 AR : g e
E)(0,9,) = |T(o)| FR(e'+ 0y,9,))e x o 0"+ 0,p)e e
BW, BW,

B el

where R, and R, denote the ranges to the target for sensors 1 and 2, respectively. 7,(w) and T,(') are
the baseband transmitted waveforms, where

BW,  BW, -
< &

17



= T =TT,

4 v
i@+ w.m)

et gien
X/

ooy T

Band 1
Tfe)
Transmst
BW| a)‘=0 -— JE— (d;O - BW,
o @ -

Figure 10. Geometry for two-sensor mutual-coherence characterization.

and

- =S .

and o = 2nf, o' =2nf. F|(0) and F,(0') denote the antenna frequency-response functions, and
o.(0,p) represents the target's complex radar cross section (introduced in Section 1), which is a function of
both angle and frequency. Allowance is made for phase and delay offsets (y,,7;) and (v,,,) for each
sensor, which result from hardware differences between sensors.

Because the objective is to fuse multisensor signature data over a given time interval, a number of
pulses will be processed. For a conventional wideband radar, R and ¢ are essentially constant over a single
processing pulse of length T; thus, changes in R,, R,, ¢,, and ¢, are considered only over pulse
increments on Az, where Ar denotes the pulse repetition interval. Thus
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R (n) =Ry+ ¥V nAt
R,(n) = Ry + V,ynAt
P10 = @0t 1AQ
®2,n = P2+ 1A,

n=0,1,... . 29)

For each sensor the response function IT(0)* F(o +®, ,) is generally known and is equalized by
calibration, so this term is omitted from each response. £,(0) and E,(0') can then be expressed in the
form

20 20,
¥, —er, —j?Rl(”) -JTR|(")
E|(o,n) = Gc(u)+u)l,(pl’n)><ﬁe e e e

\

r
20 20,
¥, Jor, I RN FER ()

E,(0'\n) = o (o' 0,50, DRiEe & e e , (30)

where R (n), Ry(n), @ ,, and ¢, , are given by Equation (29).

Equation (30) forms the basis for linking the data collected by each sensor. Equation (30) is divided
into two parts: to the left of the multiplication symbol is indicated the ideal response associated with £, (v,n)
and E,(w'n); i.€., the complex radar cross section of the target. The cross section o, is unique to the target
only and is analogous to what would be measured on an error-free radar cross section range. The quantities
within the brackets to the right of the multiplication symbol denote corrections required in the data that
would corrupt coherent multisensor data fusion: these errors must be removed from the data before sensor
fusion can take place. In practice, the required phase correction represents the most formidable problem.
Each of these factors is now addressed separately.

3.1.1 Phase-Shift Offset and Hardware Time Delay

The phase-shift offset &Y is similar to that considered in [1]; it represents a combination of hardware
and range-propagation (phase errors. Generally the procedure is to reference one sensor to another, repre-
senting a phase shift é e o) that must be removed from the data. The hardware time delay is similar in

form to the range-delay factor and will be considered in Section 3.1.3.

3.1.2 Range-Rate Compensation and Pulse Alignment

The pulse-to-pulse change of the range line-of-sight from each sensor to the target is characterized by
the last factor on the right-hand side of Equation (30). Typically these terms are removed from the data by
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the process of pulse alignment, in which differences in range caused by AR(n) = VnAr are corrected. A
smoothed state vector R(z) characterizing the range to the target’s center of gravity is developed by the
range tracker over many pulses of processed data. Each pulse is then aligned to R(r), with data
compensation given by

+j‘-1—T;:-l—/nAt
€ ’

where AR = VnAt and A = A or A = A,, as appropriate for each sensor. Compensation for the phase
offset induced by this term can be combined into the phase term discussed in Section 3.1.1.

3.1.3 Frequency-Dependent Range Effects

The middle factor on the right-hand side of Equation (30) causes a frequency-dependent distortion.
The effect of this term for a given pulse is to offset the position of the wideband received pulse, resulting in
an error in range estimate to the target. Typically this term is removed by appropriately setting the receive
sampling gates according to the position determined by the range-tracker estimate R(z). Error biases R,
and R, , for eachrespective sensor relative to R(z) cause a shift in the position of the processed wideband
pulse. For a single sensor this shift in absolute position is generally unimportant for wideband radar
1maging; however, it must be compensated for when processing data from multiple sensors.

3.2 MUTUAL-COHERENCE COMPENSATION

The above development forms the basis for determining the compensation that must be applied to
multisensor data in order to fuse multisensor signature data over different look angles and frequency bands.
The net effect of the various compensation mechanisms required can be partitioned into the error sources
delineated in Table 1.

TABLE 1
Error Sources and Mutual-Coherence Effects

Error Source Mutual-Coherence Effect
Hardware/Propagation Phase Offets g
—JjoT,
Hardware Delays e
Range-Bias Estimation Errors e_j B(RAa)

Angle-Bias Estimation Errors

* Angle Bias ®—>0¢+Agg

 Motion — Angle o—>0+Ae()
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The effect of these errors is to cause an error in the estimation of the complex radar cross section
o.(f,9) of the target. This effect can be succinctly summarized for two sensors by referencing the error
sources to the first sensor. Denote by E(f,¢) and E,(f¢) the estimates of o over sectors Q, and Q, (the
sector observation angles of sensors 1 and 2 relative to ¢, and ¢,) and bandwidths BW, and BW,,
respectively:

N<BW,
El(f;(P)”cc(fl"".ﬂ(Pl"‘"P) )
](p!SQl
o N<BW,
Ez(f;(l’)zﬁc(fz"'f,‘102'*'A(PB""(P)e/we—jmT » |(p|SQ2 ) (31
1=A1+2AR/c

where the system (hardware) delay and range-bias delay errors are combined into the common term

The notation of a common baseband frequency variable f versus © and ' is the same here as was used
previously.

Examination of Equation (31) reveals that coherent processing of multisensor data requires
compensation for range delay, aspect-angle estimation errors, and constant-phase effects. Two special cases
that deserve special consideration are discussed in the following subsections. -

3.2.1 Common Look Angle, Different Frequency Bands

For common look angle and different frequency bands, the phase offset y and delay error v must be
compensated for in the data from band 2 according to e?¥e™“®" before data fusion. Techniques for
estimating 1 and compensating the data in band 2 are developed in [1].

3.2.2 Different Look Angles, Narrow Bandwidth

For narrow bandwidths the frequency-dependent delay error ¢7®" reducestoa phase-offset error, and
the angle-bias error dominates. As discussed in Section 2.1, it is assumed in this report that an accurate
motion solution is available; thus, errors in Ae(r) caused by an inaccurate motion solution are outside the
scope of the report.

To compensate for angle-bias errors between sensors, cross-section data o (¢, + ¢ + Agg) must be
shifted in angle by Ag, before coherent combination with o (¢, + ¢). A technique is now developed for
estimating and compensating for Agg; the technique is analogous to the pole-rotation compensation
technique developed in [1] for delay compensation. In effect, differences in delay error (1, -1,) cause a
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range misalignment that manifests itself as a pole offset. The difference Ag, causes a cross-range
misalignment and results in a similar pole-offset effect.

Consider a simple two-point scatterer model example, as illustrated in Figure 1 1. The angular variation of
E(o) at center frequency f = f, is given by

4nf|
Jj——acos@

E(p) = D, +Dye © : (33)

The poles associated with this simple two-point scatterer model over the region ¢, + Q, can be determined
using the expansion ¢ = ¢, +nA¢@, where A¢ denotes a small angular increment and » = 0,1, ..., N.
Using the angle-sum formula for cos(¢, + nA¢) and assuming nA¢ « 1, E(¢, + nA¢) can be written in the
form

4m 4n
ij'acoscpl —ij'asincpl(nA(p)

E, = D, +D,e e . (34)
Rewriting the sequence {E,} in the form

4nf, 4nf,| ) n
J——acosg, —jTaAcp sing,

E, =D +Dye © e (35)

identifies two complex poles corresponding to each of the two scatterers. These are located on the unit
circle and are displaced in angle by

4nf) . 4nf)
oy = ——TaAcpsm(pl = ——C—PCRA(P » (36)

where the cross range is defined as p, = asing, . Thus a cross-range image at the angle ¢, would appear
as in Figure 12, as compared with a cross-range image at corresponding angle ¢, . The associated pole plot
is illustrated in Figure 13.

A second sensor located at ¢ = ¢, would measure two poles displaced in angle by Equation (36),
with ¢, replaced by ¢,. Consider now the positioning of the poles for two cases: for ¢ = ¢, and for a
bias error ¢ = ¢, + A@gz. Assume ¢, > ¢, , for which sing, > sing, . For ¢ = ¢,, the cross range is given
by asing,, and the cross-range image is as indicated in Figure 12 for ¢ = ¢, . The cross-range image lines
for ¢ = ¢, and ¢ = ¢, intersect at the scatterer location, so the two cross-range images can be combined
coherently to infer the true scatterer locations to within an ambiguity of two other intersecting points. The
corresponding pole locations for ¢ = ¢, are shown on the unit circle of Figure 13; however, if the
estimate of ¢, is incorrect, i.e., if it is assumed
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Figure 1. Two-point scatterer model example.

P2 = 9+ 00p (37

the cross-range image for ¢, = ¢, + Ap; would appear as the dashed image in Figure 12. The resulting
intersection of the two cross-range images leads to an error in estimating the position of the scatterers, and
the location of the pole P,(¢ = ¢,) has been displaced to P,(¢ = ¢, + Agp).
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Figure 12. Cross-range image.

The process of determining A, from the pole plot is straightforward. The spectral estimate for the
cross range at either angle produces the correct result; the association of p, with the incorrect estimate
¢, is in error. Thus

sing, B Pcr, (38)
sing;  Pcg,
so that
-1 Per,
¢, = sin sing;— , 39
Pcr,

and the bias error Ay is given by
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Figure 13. Cross-range poles for two-point scatterer.

b ol PERS
Agp = @y —sin SH@u— = (40)
Pcr,

Using Agp to correct the image alignment in Figure 12 will produce the correct source location.

Equation (40) can be interpreted as a pole-rotation correction. The pole that occurs at P,(¢ = ¢,) is
the correct pole position; i.e., the cross-range separation predicted by the pole positions is indeed true. The
right-hand term in Equation (40) rotates pole P,(¢ = ¢,) into P,, determines the proper angle ¢, , and
corrects the angle estimate @, .

3.3 RANGE BIAS AND ANGLE BIAS MUTUAL-COHERENCE DUALITY

The coherence duality between the range-bias problem and the angle-bias problem is striking. This
duality is summarized in Figure 14, which illustrates the coherence compensation duality between sparse-band
frequency processing and sparse-sector angle processing.

Range-bias errors lead to an offset of the wideband pulse processed by each sensor. If these pulses are
combined without compensating for the range-bias error, the relative position of the scatterers indicated by
the wideband compressed pulse do not match, resulting in misidentification of the number of scattering
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centers. The locations of these scatterers for each subband are characterized by (1) a pole plot for each
subband spectral estimate, and (2) the pole-rotation angle, which causes the subband pole estimates to
coalesce into one estimate that characterizes the delay and range-bias errors. Analogously, for narrowband
sensors with different look angles to the target, processing each subsector leads to a cross-range profile of
the target. If these cross-range profiles are lined up without angle-bias compensation, common scattering
points do not coincide, and once again misidentification of scattering centers occurs.

Generalization of this discussion to two wideband sensors located at different angular positions is
simple. Each sensor is able to form an image of the target, with image quality dependent on subbandwidth
(range resolution) and angular sector size (cross-range resolution). Proper multisensor fusion allows
coherent combination of these images for improved image quality. Range- and system-delay mismatches
between sensors result in a range misalignment for each image, angle-bias errors result in a cross-range
misalignment, and phase errors result in less coherent processing gain in combining corresponding image
points. Coherent signature fusion can be accomplished only when the sensors are mutually cohered to
eliminate these misalignments and phase errors.

Range Bias — Two Bands Angle Bias — Two Sectors

T f

T AN e

Band 1 Band 2 Sector1  Sector2
Spectral estimation to sharpen Spectral estimation to sharpen
range (sub-band) resolution cross-range resolution

/ Range Poles \ %)ross-Range Polesx‘

—’\ Coherence / \ /_ \ - /_ \
Pole Rotation o Io Fe:renge

’-/ Pulse Co+mpression Kj &‘\ ole ;tatlon k Gl

" Data Fusion
i vs Angle

1N

|
__,—u*"uw \ '

ol B! )t

Range Angle

Figure 14. Coherence duality: range bias vs. angle bias.
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4. SENSOR DATA FUSION EXAMPLES

This section provides examples that demonstrate the utility of using an image processor for sensor
fusion. Considered are progressively more difficult (but also more realistic) target-scatter models, beginning
with a constant-amplitude point-scatter model, progressing to three-dimensional physical targets, and
ending with enhanced-fusion algorithms applied to static-range data. The targets considered are not
comprehensive, but they are illustrative of the concepts and techniques that have been developed.

One goal of combining multisensor data is to achieve enhanced resolution and more comprehensive
target characterization. The next subsection demonstrates that if the target model consists of M ideal
constant-amplitude point scatterers, an efficient data-fusion algorithm that provides superresolution
comparable to that achieved in [1] can be developed for two or more wideband sensors. This section begins
by presenting this example, considers the case of narrowband sensors, and then extends the concept to more-
physical targets.

4.1 CONSTANT-AMPLITUDE POINT-SCATTER MODEL (WIDEBAND FUSION)

4.1.1 Images from Single-Sensor Data and Conventional Processing of Multisensor Data

Consider a scenario in which two spatially separated sensors collect data on the target illustrated in
Figure 15. To demonstrate that ultrawide-bandwidth wide-angle resolution is achievable by fusing
multisensor data, the target chosen comprises five scatterers that are not totally resolvable by either sensor
alone. It is most illustrative to depict the data-collection regions using the (u,v) space characterization
introduced in Section 2.

It is assumed that each sensor acquires data in a different sector of (f,¢) space, as indicated in
Figure 16. Table 2 lists the parameters for each sensor, as well as parameters for a hypothetical sensor with
a bandwidth that spans those of sensors 1 and 2, plus a full rotation of look angles. The point scatterers for
sensors 1 and 2 are not resolvable with either sensor by itself.

Figure 17 illustrates the image generated using wide-bandwidth/wide-angle data from a hypothetical
sensor. The image in Figure 17 is the reference to which other images of this target are compared; it
represents an optimal image that is achievable only by a hypothetical sensor. Processing methods used in
this section and in Section 4.2 will be evaluated based upon how close their results match the reference
image in Figure 17.

Figure 18 shows the image obtained from sensor 1 data using the conventional image processor
defined by Equation (6). The bandwidth and angular span of the data from sensor 1 limit range and
cross-range resolution to approximately 0.15 and 0.06 m, respectively. Because the spacing between all
point sources is less than the range-resolution limits and the spacing between three of the point sources is
less than the cross-range resolution limits, none of the target’s five scatterers is resolved, and poor image
quality results.
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Figure 16. Scenario for collection of data from sensors | and 2.
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TABLE 2
Sensor Parameters

Hypothetical
Parameter Sensor 1 Sensor 2 Wide-Bandwidth/
Wide-Angle Sensor
Frequency Band 3to4 GHz 9.5t0 10.5 GHz 310 10.5 GHz
Frequency Step Size 100 MHz 100 MHz 100 MHz
Observation Angles 155 deg < S 200 deg | 40 deg < ¢, <85 deg 0 deg <@ <359 deg
Angular Step Size 1 deg 1 deg 1 deg
Range Resolution 0.150m 0.150 m 0.020 m
Unambiguous Range 1.5m 1.5m 1.5m
Cross-Range Resolution 0.055m 0.019m 0.014m
Unambiguous Cross Range 2455 m 0.859m 1.272m
0.2
0.15
0.1
@ 0.05
]
] 0
E
> —0.05
-0.1
-0.15
-0.2
-0.2-0.15-0.1-0.05 0 0.05 0.1 0.15 0.2
X (meters)

Figure 17. Image generated using data over frequency band 3 GHz <f<10.5 GHz (Af = 100 MHz ) and aspect
angles 0 deg < ¢ <359 deg (Ag = 1deg).
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Figure 18. Frequency band 3 GHz < f<4 GHz , aspect angles 155 deg < ¢ < 200 deg

Figure 19 shows the image obtained from sensor 2 data. X-band data from sensor 2 provide range and
cross-range resolution of 0.15 and 0.02 m, respectively. Scatterers are resolved in the cross-range direction;
however, image quality is still poor because of inadequate<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>